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In the current market environment, the phenomenon of product homogenization is severe. If enterprises cannot deeply 

understand customer needs and provide differentiated products or services, it is difficult to stand out in the competition. In 

order to effectively improve overall customer satisfaction and enhance the market competitiveness of enterprises, a customer 

demand mining algorithm based on online comments and machine learning is proposed. Collect customer demand 

information data through online comments and process the collected data with redundant information to improve the 

efficiency and accuracy of demand mining. On this basis, customer demand attribute features have been further extracted, 

and a customer demand clustering mining model has been constructed using a self-organizing mapping neural network. By 

training the model, the final clustering mining results can be obtained, thus achieving precise mining of customer needs. This 

study clearly addresses a key issue in the current field of consumer demand mining: how to efficiently and accurately identify 

and utilize consumer demand information in online comments. By constructing a clustering mining model based on the Self-

Organizing Maps (SOM) neural network, this study fills the literature gap in this field and provides more accurate and 

practical consumer demand analysis methods for enterprises. The experimental results show that, compared with the three 

comparison methods, the proposed method has a 98% feasibility of customer demand mining and 92% customer satisfaction. 

It shows that the proposed method has high feasibility and customer satisfaction for customer demand mining and has a better 

overall customer demand mining effect. This provides strong support for improving overall customer satisfaction and 

corporate competitiveness. 
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1. INTRODUCTION 
 

The rapid development of society has gradually increased customers' demands for personalized consumption. In order to gain 

competitive advantages, various industries have placed users' personalized needs in a very important position (Dai et al., 

2021). Many enterprises spend much effort on marketing strategies, marketing models, and other aspects because competition 

in the market ultimately comes from customers, and the existence of customers determines the production and sales of the 

enterprise. Under this promotion, the production and sales of enterprises can proceed in an orderly manner (Durowoju et al., 

2020). Nowadays, in order to meet the needs of customers, enterprises create greater customer value for customers than 

competitive enterprises so that customers can support their own enterprises and win the competition. According to the above 

analysis, it can be seen that if you want to obtain customer support, you must meet customer needs so that enterprises can 

survive and develop in the market competition. Therefore, it can be seen from the current research that the mining of customer 

demand (Wang and Zhou, 2021; Guney et al., 2020) occupies an important position in enterprise product development, 

marketing, technical strategy, service support, organizational design, etc., and the development of enterprises is also related 

to product development and marketing. Therefore, in view of this description, in order to further promote the development 

of enterprises in the market environment, further mining and research of customer demand is required. 

In order to solve the problems in the above methods and improve the market competitiveness of enterprises, research 

on customer demand mining algorithms based on online comments and machine learning is proposed. Using online comments 

as a data source for customer needs, these online comments directly reflect consumers' real feedback and expectations of 

products or services and have high real-time and directness. This data source not only enriches the dimensions of demand 

mining but also enables enterprises to respond more quickly to market changes and improve market sensitivity. On this basis, 

the redundant information in the collected data is eliminated, and the efficiency of demand mining is effectively improved 
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through redundant information processing. Extracting customer demand features from preprocessed data is a key step in 

understanding the true needs of customers. By constructing a clustering mining model, it is possible to group customer groups 

with similar needs, helping enterprises identify different segmented markets and providing strong support for customized 

marketing strategies and product innovation. Therefore, the introduction of neural networks and SOM (self-organizing map) 

clustering mining models, based on the powerful potential of machine learning in customer demand mining, can automatically 

learn complex patterns in data, achieve high-precision customer demand analysis and prediction, and provide a scientific 

basis for enterprise decision-making. 

 

2. RELATED WORK 
 

Nguyen et al. (2020) proposed a data mining method to predict customer demand for remanufactured products. The method 

provides a highly accurate and robust demand forecasting model for remanufactured products and elucidates the nonlinear 

effects of online market factors as predictors of customer demand. The demand for recycled products is predicted with high 

accuracy by using machine learning techniques, but customer satisfaction is lower as a result. Wang et al. (2022) proposed 

research on the demand mining of new energy vehicle consumers based on the fusion theme model. This research extracted 

the demand preference theme words of new energy vehicle consumers with the help of the theme model, calculated the 

similarity between the word vector and the theme words, expanded the theme words, analyzed and compared the demand 

themes and feature extension words of different models, and summarized the demand differences of other consumer groups. 

The analysis results show that this method can help consumers filter out valuable information from online comment data, 

help automobile companies objectively and accurately obtain consumer needs, formulate more reasonable marketing 

strategies, and achieve healthy and sustainable enterprise development. However, this method does not consider redundant 

information processing of the collected customer demand information data, resulting in low efficiency of customer demand 

mining. Peng et al. (2019) proposed a method for mining the demand of Chinese tourists for online short-term 

accommodation. This paper was devoted to exploring the demand for Chinese tenants in New York, Paris, Beijing, Shanghai 

and Guangzhou. This paper used Python language to grab about 130,000 comments on Airbnb as the basic data for this study, 

and extracted comments from Chinese guests. Based on the selection results, a two-dimensional analysis dimension was 

designed, and the feature words were classified into tables. Finally, the demand map was drawn according to the two-

dimensional demand table. Through research, it is found that the needs of Chinese tenants can be divided into three aspects: 

internal environment, external environment and cultural needs. It enables foreign landlords to provide a better living 

environment for Chinese tenants, and at the same time, it can obtain more benefits and also enable Chinese tenants to have a 

better living experience abroad. However, this method does not extract customer demand attribute characteristics, resulting 

in low feasibility of customer demand mining. Liu et al. (2020) a method of product customer demand mining based on big 

data is proposed. The Hadoop platform is used to segment product attribute data, and feature word extraction based on the 

Apriori algorithm is used to mine product customer demand information. Apply the MapReduce model on the big data 

platform to efficient parallel data processing to obtain product attributes with research value and their weights and attribute 

levels. The cloud model and MNL model are used to build the product function attribute configuration model, the improved 

artificial bee colony algorithm is used to solve the model, and the optimal solution of the product function attribute 

configuration model is obtained. An example is used to illustrate the feasibility of the method in this paper, but the method 

does not consider the training of customer demand attribute characteristics, resulting in a poor overall mining effect of 

customer demand. Lin et al. (2020) a data mining algorithm of port customer loyalty based on Origin Destination (OD) data 

is proposed. Using the OD data, clustering is performed based on arrival date and port. The FP-growth algorithm is applied 

to mine frequent patterns of ships arriving at ports. Based on the frequent pattern and arrival time pattern of ships, the formula 

proposed in this paper is applied to push the shipping company's loyalty to the port. This method has certain effectiveness 

but still has the problem of low mining efficiency. Rozanec et al. (2021) created a recommendation system to help users make 

decisions and utilized development mechanisms to drive artificial intelligence. They enriched the knowledge map based on 

feedback modules and provided value to enterprises by accurately predicting and understanding the reasons behind the 

prediction, increasing confidence and helping decision-making. Zare et al. (2020) created a new concept based on real life 

and digital space called "digital marketing". By constructing the relationship between customers and management 

organizations, they established a data classification model and, based on this, conducted data mining to predict the actual 

needs of users. Arif and Hossain et al. (2021) used two text vectorization techniques, Bag of Words and TF-IDF, to convert 

text data into numerical feature vectors for real-time processing by machine learning algorithms, using user tweets and 

comments on Twitter as data sources. Train a classification model using a Support Vector Machine and Random Forest to 

mine customer feedback. Moazzam et al. (2021) collected customer data from e-commerce websites using web crawler 

technology and employed a combination of qualitative and quantitative e-commerce content analysis methods to conduct an 

in-depth analysis of the collected customer comments. Based on Bag of Words and N-Gram technology, features are extracted 
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from text data, and customer comments are classified using a naive Bayesian classifier to mine customer opinions. Neither 

of these methods handles redundant information, which can reduce the credibility of the results. 

 

3. CUSTOMER DEMAND DATA COLLECTION, PROCESSING AND FEATURE 

EXTRACTION BASED ON ONLINE COMMENTS 
 

Using online comment methods to collect customer demand data and eliminate redundant information, a word vector model 

based on Huffman Trees (HS) is constructed. The word vector method is used to extract customer demand attribute features, 

achieving efficient data collection. 

 

3.1 Customer demand data collection and preprocessing based on online comments 

 

(1) Online comments 

 

When the online review method (Zhang et al., 2020) collects customer demand data (Liu et al., 2021), it needs to be divided 

into several different elements, namely: 

1. The virtual community can be used to obtain online information sharing among customers; 

2. The customers' subjective perception opinions on enterprise products in the public network; 

3. Communication between customers on the Internet about the specific characteristics, use effects and proposed 

conditions of enterprise products or services; 

4. Evaluation of information generated by customers on product and service quality in e-commerce websites; 

5. Online content generated spontaneously by products purchased by customers from e-commerce or third-party 

platforms and websites; 

6. According to the current way of spreading word of mouth on the Internet, potential customers will be an important 

source of product information. 

According to the above six elements, customer demand data based on online comments can be collected. 

 

(2) Customer demand data collection 

 

Among the global websites, the Meituan website is one of the most influential group-buying websites in China. Nearly 

hundreds of millions of customers browse the website interface every day, and the website service module is an important 

platform for customers to communicate and share with each other. In the website service module, a large number of users 

comment on related products every day. Therefore, the Meituan website is taken as the online comment data source of 

customer needs (Kauffmann et al., 2020; Traub et al., 2021), and the crawler program is used to capture the comment 

information on the website and obtain the effective data of customer needs. 

Based on the review data of the Meituan website in Qingdao, food stores, hotels, fruit and vegetable stores, etc., are 

selected as the research objects, and 180 enterprise stores are selected as the customer review collection objects, including 

12,453 comments from 48 food stores, 13,548 comments from 92 hotels, and 2,413 comments from 40 fruit and vegetable 

stores. 

 

(3) Redundancy processing of customer demand data 

 

Based on the customer demand data collected by online reviews, there is a large amount of redundant information in the 

collected data center. Therefore, in order to effectively realize customer demand mining, it is necessary to conduct redundant 

processing on the collected customer demand data (Che et al., 2021). 

According to the customer demand data collected by online reviews, if enterprise researchers mine factual comments 

and opinion comments on online enterprise products, they will ignore the fact that the data mining information already exists 

in the database. In this way, the extracted customer demand information will lose its value and consume a lot of time in data 

mining (Yang and Feng, 2021). Therefore, after collecting the customer demand data, a reasonable method should be selected 

to eliminate the redundant data. Therefore, a redundant information processing model should be built based on personalized 

demand acquisition. The construction results are shown in Figure 1. 
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Figure 1. Redundant Information Processing Model Based on Personalized Demand Acquisition 

 

According to the constructed model, the collected online customer demand data is arranged according to the order of 

time and is defined as: (𝑠1, 𝑠2, 𝑠3, ⋯ , 𝑠𝑛), where each customer demand review record is defined as 𝑠𝑖(𝑖 = 1,2,3,⋯ , 𝑛). 
Where 𝑛 is the number of articles and 𝑖 is the comment coefficient. 

The novelty value of each comment is measured according to the historical comment record sentences of the website, 

so it is necessary to set a novelty threshold 𝛼 to judge the novelty of the collected comment sentences 𝑠𝑖 of customer demand. 

When the novelty value of 𝑠𝑖 is higher than the set 𝛼, it indicates that the obtained customer demand comment sentence is 

novel. At this time, it is necessary to store the comment record in the delivery history database; On the contrary, if the novelty 

value of 𝑠𝑖 is lower than 𝛼, the comment record 𝑠𝑖 is discarded, thereby eliminating redundant information in the customer 

demand comment data. 

It is set that the best quality of the product is defined by 𝑒, the low price is defined by 𝑓, and the high-cost performance 

is defined by 𝑔. Therefore, there is a record in the database marked as 𝑠1 = (𝑒, 𝑓, 𝑔). If the appearance of the product is 

defined by ℎ, the volume is defined by 𝑖, and the high resolution is defined by 𝑗, then a record is re-acquired as 𝑠2 = (𝑒, ℎ, 𝑖, 𝑗). 
Since 𝑠2 has three infrequently occurring words, the novelty of 𝑠2 is set to 72%. Then, the setting result is compared with the 

previously set 𝛼, and it can be seen that when 𝛼 = 0.5, 𝑠2 belongs to a novel word; When 𝛼 = 0.7, 𝑠2 is not a novel word. 

According to the above requirements, a vector space model is established, which is mainly used in text representation 

statistics and belongs to the statistical model. It can record online comments of customer needs and use them as text vectors, 

which are defined as: 

 

𝑠 = [𝑤1(𝑠),𝑤2(𝑠), 𝑤3(𝑠),⋯ ,𝑤𝑛(𝑠)]
𝑇 (1) 

 

In formula (1), 𝑠represents a text vector, which is also a comment record, 𝑤1(𝑠)represents a new record sub-vector, and 

𝑇 represents time. 

In order to judge the novelty between the new record and the historical record, the cosine similarity method is used to 

judge the two kinds of records. The  𝑠𝑑 represents the new comment record and 𝑠𝑡represents the historical comment record, 

and then the similarity between the two can be calculated. The calculation equation is as follows: 

 

𝑐𝑜𝑠(𝑠𝑑 , 𝑠𝑡) =
∑ 𝑤𝑘(𝑠𝑑) + 𝑤𝑘(𝑠𝑡)
𝑛
𝑘=1

‖𝑠𝑑‖ ⋅ ‖𝑠𝑡‖
 (2) 
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In formula (2), 𝑤𝑘(𝑠) is the feature weight of the comment record whose 𝑘 attribute is 𝑠. 
Feature weights are mainly used to test the proportion of customer demand opinions in the document. When the 

comment feature items appear more times in the document, the feature weight can be calculated. In short, it is also called 

word frequency. 

Therefore, when the comment vocabulary has a great impact on a document, the number of occurrences of the 𝑘 feature 

word in 𝑠𝑖 can be calculated, and the calculation expression is as follows: 

 

{

𝑤𝑘(𝑠) = 𝑓𝑖𝑘 ⋅ 𝑓𝑖

𝑓𝑖 =
𝑁

𝑛𝑖

 (3) 

 

In formula (3), 𝑓𝑖𝑘 represents the number of comment records, 𝑓𝑖 represents the quantification of feature word 𝑡𝑖 in all 

comment records, 𝑁 represents the number of all comment records, and 𝑛𝑖 represents the number of feature word records 

included in all comment records. 

Therefore, according to formula (3), it can be seen that the calculation equation of customer demand comment novelty 

is: 

 

𝑁𝐶(𝑠𝑑) = 1 − 𝑚𝑎𝑥
1≤𝑡≤𝑑−1

(𝑐𝑜𝑠(𝑠𝑑 , 𝑠𝑡)) (4) 

 

In formula (4), 𝑁𝐶(𝑠𝑑) represents novelty, and 𝑑 represents the novelty recording coefficient. 

Since the setting of the novelty threshold 𝛼 of customer demand comment is different, the result of obtaining the novelty 

of customer demand comment is also different. Therefore, the 𝑁𝐶(𝑠𝑑) to be obtained, and the 𝛼 to be set are compared with 

each other. When the result of 𝑁𝐶(𝑠𝑑) is greater than 𝛼, it indicates that the customer demand comment record at this time 

belongs to novel information and needs to be kept; On the contrary, when the result of 𝑁𝐶(𝑠𝑑) is less than 𝛼, it indicates that 

the customer demand comment record has no available value and belongs to redundant information, which needs to be 

removed or discarded. 

 

3.2 Extraction of the attribute characteristics of customer demand comment data 

 

(1) Construction of word vector model based on HS 

 

By eliminating the redundant information of customer demand comments, it can use the word vector method to extract the 

attribute features of customer demand (Alsenan et al., 2020). 

The word vector is set as 𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤), the dimension of 𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤) as 𝑀, and 𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤) is mainly composed of 𝑐 

vectors before and after 𝑀. In the artificial neural network, the word vector model is often used to train the collected customer 

demand comment data and extract the attribute features of the customer demand comment data. Therefore, when 𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤) 
is in the input layer of the artificial neural network, its own context word vector is marked as: 

𝑉(𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤)1), 𝑉(𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤)2),⋯ , 𝑉(𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤)2𝑐). The projection layer is used to sum the 2𝑐 vectors in the input 

layer, and the average is obtained after accumulation. At this time, the output layer corresponds to the binary Huffman tree, 

and the word vector is formed after projection in the root node, and then the leaf node is used to train the word vector. Taking 

the words appearing in the corpus as leaf nodes, the number of leaf nodes is the size of the vocabulary. Therefore, when the 

number of leaf nodes of the binary Huffman tree is 𝑁, the number of non-leaf nodes is 𝑁 − 1. 

Through the basic description of the internal network of the training word vector model, the HS-based training word 

vector model (Zhang et al., 2020), i.e. continuous bag of words (CBOW) model, is constructed. The construction results are 

shown in Figure 2. 

According to the processed online comment data of customer demand, the customer demand training sample is obtained 

from the data and is marked as: (𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤),𝑤). At this time, the objective function of the training sample data is defined 

as: 

 

𝐿 = ∏𝑤∈𝑐𝑜𝑟𝑝𝑢𝑠𝑃(𝑊|𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤)) (5) 

 

In formula (5), 𝐿 represents the objective function, 𝑊 represents any comment word in the vocabulary, 𝑃 represents the 

path, and 𝑐𝑜𝑟𝑝𝑢𝑠 represents the corpus. 

From formula (5), it can be seen that 𝑊 in the vocabulary must have a path corresponding to 𝑊 from the root node in 

the Huffman tree, that is, 𝑝𝑤, and 𝑝𝑤 is the only path in the Huffman tree. When there are 𝑙𝑤 − 1 branches in path 𝑝𝑤, where 



Yang and Li Customer Demand Mining via Online Comments and Machine Learning 

 

242 

𝑙𝑤 represents the number of nodes in path 𝑝𝑤, each branch needs to be classified twice, and each classification will generate 

a probability. Therefore, when each node of the Huffman tree has a corresponding category after the two classifications, it is 

necessary to mark the left subtree as a negative category and set its code as 1. Conversely, it marks the right subtree as a 

positive class and sets its code to 0. Therefore, according to the setting conditions, the positive class or negative class is 

judged as follows: 

 

𝜎(𝑥𝑤
𝑇𝜃) =

1

1 + 𝑒−𝑥𝑤
𝑇𝜃

 (6) 

 

In formula (6), 𝑥𝑤
𝑇  represents the word vector in the current internal node, 𝜃 represents the model parameter calculated 

in the training sample, 𝜎 represents the probability, and 𝑒 represents the number of nodes. Where, 𝜎(𝑥𝑤
𝑇𝜃) represents the 

probability of judging the positive class, and 1 − 𝜎(𝑥𝑤
𝑇𝜃) represents the probability of judging the negative class. These two 

parameters can be judged by the positive and negative probability values of a node to the left subtree and the right subtree. 

Therefore, the root node is the main node. When performing the secondary classification on all non-leaf nodes of the 

word 𝑊  in the path 𝑝𝑤 , it needs to determine the probability accumulation product that needs to be selected to obtain 

𝑃(𝑊|𝐶𝑜𝑛𝑡𝑒𝑥𝑡(𝑤)). 
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Figure 2. Constructed CBOW Model 

 

The HS-based word vector model is mainly used to find the appropriate comment node vector and auxiliary vector of 

customer demand, and 𝜃 is used to maximize the objective function value to ensure the highest output probability of the 

activation function softmax. Therefore, the specific solution process is as follows: 

1. Sum the 2𝑐 word vectors within the range of 𝑊, and obtain the average value from them, which is calculated as: 

 

𝑥𝑤 =
1

2𝑐
∑𝑥𝑖

2𝑐

𝑖

 (7) 

 

In formula (7),𝑥𝑤 represents the sum result of word vectors, and 𝑥𝑖 represents the average value. 

2. The random gradient rising method is used to iterate the auxiliary vectors 𝜃𝑗−1
𝑤  and 𝑥𝑤 , which are expressed as 

follows: 
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{
 
 

 
 𝜃𝑗−1

𝑤 = 𝜂 (1 − 𝑑𝑗
𝑤 − 𝜎(𝑥𝑤

𝑇𝜃)) 𝑥𝑤

𝑥𝑤 = 𝜂∑(1 − 𝑑𝑗
𝑤 − 𝜎(𝑥𝑤

𝑇𝜃))

𝑤

𝑗−1

𝜃𝑗−1
𝑤

 (8) 

 

In formula (8), 𝜂 represents the number of iterations. 

According to the above two steps, the customer demand comment words can be mapped to form a word vector with a 

fixed length, and all these word vectors can be attributed to the same space to form a word vector space. In the space, each 

word vector is a point in the space, and the distance between each word vector reflects the correlation between customer 

demand comments. From the word vector distance calculated by the cosine distance, it can be seen that the closer the 

calculated cosine distance value is to 1, the greater the correlation between the comments is, and vice versa. Therefore, 

according to this feature, an internal command is set in the established word vector model, and the command is used to obtain 

the synonyms between comment words. Therefore, after the model is used to train the customer demand comment words, a 

comment word should be re-entered, and the list of comment words closest to the input words can be obtained. 

 

(2) Extraction of the attribute characteristics of customer demand comments 

 

According to the training word vector model constructed above, the attribute features of customer demand comment data are 

extracted by using the model. The extraction process is as follows: 

1) After the customer demand data based on online comments is processed, the processed text comment data should 

be first analyzed; 

2) Use the word vector model in gensim to train the text comment corpus after word segmentation; 

3) Set the sliding window 𝑤𝑖𝑛𝑑𝑜𝑤 = 10, the dimension of the word vector 𝑣𝑒𝑡𝑜𝑟 = 300, and map all the text 

comments into the set 300-dimensional vector space to form the corresponding word vector; 

4) Use the internal command of the word vector model to obtain the list of synonyms of customer demand comments, 

input a comment word into the model, and obtain the word list and cosine distance close to the input word; 

5) Input the seed words of customer demand comments and form the attribute feature library of customer demand 

comments according to the similarity of the words; 

6) Select the seed words of the attribute characteristics of customer demand comments for similarity matching (Kim 

et al., 2019; Zhang et al., 2020), and extract the related words of the seed feature words to realize the extraction 

of the attribute characteristics of customer demand comments. 

 

4. CUSTOMER DEMAND MINING BASED ON MACHINE LEARNING 

 

Customer demand indicators are established and their values are quantified based on the above extraction results. Using 

machine learning methods (Liu et al., 2022) to construct a SOM clustering mining model, the extracted customer demand 

attribute features are input into the model for training, and clustering is performed based on customer needs to achieve high-

precision mining of customer needs (He and Yin, 2021). 

 

4.1 Selection and quantification of customer demand indicators 

 

In order to further mine customer demand, customer demand indicators and quantification should be established. 

Suppose an enterprise needs to sell a total of 𝑚 products, defined as: 𝐶 = {𝑐1, 𝑐2, ⋯ , 𝑐𝑚}, 𝐶 represents all the products 

sold. Each product needs to have 𝑛 different attributes, i.e., feature indicators, and the attribute set of each indicator is 

expressed as: 𝑆 = {𝑠1, 𝑠2,⋯ , 𝑠𝑛}. The value mark 𝑉𝑖𝑗 of the product 𝑐𝑖 in the attribute 𝑠𝑖 is defined as 𝑉 = {𝑉𝑖𝑗}𝑚 × 𝑛 by the 

expression. 

When there are 𝑘  customers 𝑋 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑘}  in the enterprise, the product set purchased by customers 

𝑥1(1 = 1,2,⋯ , 𝑘)  in period 𝑇  is 𝐶1(𝐶1 ⊆ 𝐶) . Generally, 𝐶1(𝐶1 ⊆ 𝐶)  mainly includes product quality, product price, 

product function, product style and product fashion, so the attribute values of each product are different in different 

𝐶1(𝐶1 ⊆ 𝐶). Therefore, it can be seen that similar products 𝐴 and 𝐵 have high and low quality. A good service level and 

product attributes not only save the marketing expenses of the enterprise but also enhance customer satisfaction. 

In view of this feature, the customer demand characteristics and demand levels are divided. Therefore, four indicators, 

such as product cost performance, product style, product price and product brand are quantified, and the remaining indicators 

are qualitative indicators. When quantifying the indicators, the expert scoring method can be used to score and judge the 

products, and the average value can be selected as the quantitative value of the product in a certain indicator. 



Yang and Li Customer Demand Mining via Online Comments and Machine Learning 

 

244 

4.2 Establishment of clustering mining model based on machine learning 

 

(1) Machine learning 

 

As an interdisciplinary subject, machine learning (Akbar et al., 2021; Kosasih and Brintrup, 2022) is to design or analyze 

some algorithms that can enable computers to learn automatically, and obtain certain laws from them, and then use this law 

to mine data. It can be said that machine learning is the most critical part of artificial intelligence. 

In machine learning algorithms it is divided into supervised learning and unsupervised learning. Supervised learning 

includes support vector machine, artificial neural network, logistic regression, decision tree, K-nearest neighbor and other 

algorithms; Unsupervised learning includes K-means clustering, Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN) clustering and principal component analysis. 

 

(2) Constructing SOM clustering mining model 

 

According to the characteristics of different algorithms, neural network clustering based on machine learning is selected for 

deep training and mining of customer demand features. 

Self-organizing mapping neural network, i.e., SOM neural network, is a common clustering neural network (Zheng and 

Ma, 2021; Wang et al., 2021). It is mainly composed of an unsupervised learning neural network model. Its function is to 

map the input 𝑁  -dimensional spatial data to a lower dimensional output and maintain the original topological logical 

relationship of the data. According to the automatic organization of neural network neurons, the SOM network is used to map 

the extracted attribute characteristics of customer demand. According to the mapping, the distribution and classification of 

various types of data are obtained to complete the mining of customer demand. 

There are two levels in the SOM network, i.e., the input layer and the output layer. When neurons are transported to the 

input layer, they are connected to each neuron of the output layer. Then, the clustering mining model based on the SOM 

neural network and machine learning is constructed, as shown in Figure 3. 
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Figure 3 SOM Clustering Mining Model 

 

It can be seen from Figure 3 that in the constructed SOM model, the neurons in the input layer are mainly arranged in 

one-dimensional form, the number of input neurons is determined by the number of components in the input vector, and the 

neurons in the output layer are arranged in one-dimensional or two-dimensional form, from which the number of neural 

elements in the input layer is calculated, expressed as 𝑝, and the number of neurons in the output layer is 𝑞, so that it meets 

the condition of 𝑞 >> 𝑝. 

When the total number of input samples in the SOM model is 𝑘, the vector expression equation of the first input sample 

in the model is defined as: 

 

𝑋1 = (𝑥1
1, 𝑥2

1, 𝑥3
1, ⋯ , 𝑥𝑝

1)
𝑇
 (9) 
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The output value of each output neuron is set as 𝑦𝑗 , 𝑗 = 1,2,⋯ , 𝑞, where 𝑗 represents a coefficient. to obtain the weight 

vector between the output value of the output neuron and the 𝑗 output neuron, and it is defined with the equation expression 

as follows: 

 

𝑊𝑗 = (𝑥𝑗1, 𝑥𝑗2, 𝑥𝑗3, ⋯ , 𝑥𝑗𝑞)
𝑇
 (10) 

 

According to equation (9) and equation (10), the SOM clustering method is to find out each input neuron and its 

corresponding output neuron and establish a new neuron, i.e., the optimal neuron, by using the best matching method of input 

vector and weight vector. There is the nearest Euclidean distance between the optimal neuron and the input sample, so when 

𝑧 represents the winning unit of the first sample, the following conditions can be met, which is defined as follows: 

 

‖𝑋1 −𝑊𝑍‖ < ‖𝑋1 −𝑊𝑗‖, 𝑗 ⊂ 𝑞, 𝑗 ≠ 𝑧 (11) 

 

In formula (11), 𝑊𝑍 represents the first winning sample unit. 

 

4.3 Clustering mining of customer demand based on SOM neural network and machine learning 

 

According to the constructed clustering mining model based on SOM neural network, the customer demand index variables 

and input values are calculated, the extracted attribute features of customer demand are input into the model for training (Liu 

et al., 2020; Wang et al., 2020), and the customer demand clustering is realized according to the training results to complete 

the customer demand mining. 

 

(1) Calculate index variable standardization and input value 

 

There is incommensurability between different product indicators in an enterprise. When the price of class 𝐴 product is low, 

and the price of class 𝐵 product is high, the SOM neural network model can be used to mine data features at the same time. 

Therefore, based on the transfer function, the extracted data features are determined within the range of interval [0, 1]. When 

the index variables are standardized, they are also made within the range of the set interval [0, 1]. 

The maximum value of an attribute indicator of a product is set as 𝐴𝑚𝑎𝑥, the minimum value as 𝐴𝑚𝑖𝑛, the standardized 

value as 𝐵, and the initial value as 𝐶. Then, the attribute indicator value of the standardized product is calculated by the 

following equation: 

 

𝐵 =
𝐶−𝐴𝑚𝑖𝑛

𝐴𝑚𝑖𝑛𝑚𝑎𝑥
  (12) 

 

Customers need to purchase different products in a certain period of time. For example, when customer 𝑥1 purchases 

𝑚1(𝑚1 < 𝑚) products, the standardized value of the price of each product is expressed as: 𝑣𝑖(𝑖 = 1,2,⋯ ,𝑚𝑖). Then, the 

customer's cognitive value of product price can be obtained through the following equation, marked as: 

 

𝑉 ′ =
1

𝑚1
(∑ 𝑉𝑖

𝑚
𝑖=1 )  (13) 

 

In formula (13), 𝑉 ′ represents the cognitive value. 

The 4-dimensional vector value corresponding to each customer can be calculated in this way as follows: 

 

𝑉1 = (𝑣11
′ , 𝑣12

′ , 𝑣13
′ , 𝑣14

′ ) (14) 

 

In formula (14), 𝑣11
′  represents the value of the customer's cognition of cost performance, 𝑣12

′  represents the value of 

the customer's cognition of style, 𝑣13
′  represents the value of the customer's cognition of price, and 𝑣14

′  represents the value 

of the customer's cognition of brand. 

According to the obtained results, the 4-dimensional vector value corresponding to the user and the extracted attribute 

feature of customer demand are used as the input of the clustering mining model based on the SOM neural network to realize 

the clustering of customer demand. 
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(2) Determine the structure and training of the neural network 

 

In the SOM neural network, the number of neurons in the input layer is determined by the number of classification 

measurement indicators, so the number of neurons in the input layer is set to 5 according to the obtained 4 measurement 

indicators and the extracted customer demand attribute characteristics. The number of neurons in the output layer is 

determined to be 2 × 2 × 2 × 2 × 2 = 32. Each index value is divided into two categories: greater than the average value 

and less than the average value, then the distribution of output neurons in the two-dimensional space is: 5 × 5 = 25. 

Matlab software is used to construct the usable function form in the SOM neural network, and the definition is as 

follows: 

 

𝑛𝑒𝑡 = 𝑛𝑒𝑤𝑠𝑜𝑚(𝑃𝑅,𝐷, 𝑇𝐹𝐶𝑁,𝐷𝐹𝐶𝑁,𝑂𝐿𝑅, 𝑂𝑆𝑇𝐸𝑃𝑆, 𝑇𝐿𝑅, 𝑇𝑁𝐷) (15) 

 

In formula (15), 𝑛𝑒𝑡 represents network, 𝑛𝑒𝑤𝑠𝑜𝑚 represents a function form, and 𝑃𝑅 represents a 𝑃 × 2-dimensional 

matrix composed of the possible minimum and maximum values of each dimension in the 𝑃 -dimensional input amount; 𝐷 

represents the number of arrangement of neurons in the output layer in the multi-dimensional space, 𝑇𝐹𝐶𝑁 represents the 

topological function, 𝐷𝐹𝐶𝑁 represents the distance function, 𝑂𝐿𝑅 represents the stage learning rate, 𝑂𝑆𝑇𝐸𝑃𝑆 represents the 

number of learning times, 𝑇𝐿𝑅 represents the adjustment learning rate, and 𝑇𝑁𝐷 represents the neighborhood radius of the 

adjustment stage. 

In the SOM neural network clustering mining model, the function 𝑙𝑒𝑎𝑟𝑛𝑠𝑜𝑚  is used as the model learning rule. 

Therefore, when the training function in the SOM neural network is 𝑡𝑟𝑎𝑖𝑛𝑟, or the adaptive function is set to 𝑡𝑟𝑎𝑖𝑛𝑠, it is 

necessary to use the scheduling function 𝑛𝑒𝑡 = 𝑡𝑟𝑎𝑖𝑛(𝑛𝑒𝑡, 𝑃) to train the index value in the neural network and the extracted 

customer demand characteristics. In expression 𝑛𝑒𝑡 = 𝑡𝑟𝑎𝑖𝑛(𝑛𝑒𝑡, 𝑃), 𝑃 represents an input vector matrix. 

 

(3) Clustering mining process of customer demand  

1. Use (𝑣11
′ , 𝑣12

′ , 𝑣13
′ , 𝑣14

′ ) as the data to divide customers, and use part of the feature data of customer demand as the 

training data set; Use the clustering ability of SOM neural network to cluster multiple customer demand clusters, 

that is, 16 clusters. 

2. The average value of the index characteristics (𝑣11
′ , 𝑣12

′ , 𝑣13
′ , 𝑣14

′ ) of each customer demand cluster is expressed 

as: (𝑣𝐿1
′ , 𝑣𝐿2

′ , 𝑣𝐿3
′ , 𝑣𝐿4

′ ), where 𝐿  represents the 𝐿  -class customer, i.e., 𝐿 = 1,2,⋯ ,16 , then calculate the total 

average value of the corresponding demand of all customers, and mark it as (𝑉̄1, 𝑉̄2, 𝑉̄3, 𝑉̄4). 
3. Compare the average value of index characteristics and total average value of each customer demand cluster. 

When comparing the characteristic average value and the total average value of the indicators, there will be two 

results, which are greater than or equal to the total average value and less than the total average value. According 

to the two comparison results, the indicator changes of each customer demand cluster are obtained, and the demand 

of each customer is subdivided according to the changes. 

4. Conduct detailed analysis on the nature of customer demand clusters from the obtained changes of indicators of 

each customer demand cluster, such as whether the analyzed customer demand cluster is an actual consumer or a 

consumer pursuing quality. 

5. Use the clustering mining model based on the SOM neural network after training to classify all feature data of 

customer demand (Memis et al., 2021) so that each customer belongs to one customer demand type. 

Finally, according to the above clustering mining processes of customer demand, the research on customer demand 

mining based on online comments and machine learning is realized. 

 

5. EXPERIMENT AND DISCUSSION 
 

In order to verify the overall effectiveness of the research on customer demand mining algorithms based on online comments 

and machine learning, it is necessary to carry out experimental comparative tests on this method. Using the four-dimensional 

vector value 𝑉1 as the experimental training dataset, the proposed method, the method of reference (Van Nguyen et al., 2020), 

the method of reference (Wang et al., 2022) and the method of reference (Peng et al., 2019) are used for comparative 

experiments. The raw data contains customer evaluations or demand information for various products, which exist in the 

form of text comments, survey questionnaires, transaction records, etc. It contains issues such as noise, missing values, 

inconsistent formats, etc., and requires preprocessing before it can be used for analysis. Data preprocessing refers to a clean 

dataset of data that has been cleaned, transformed, and standardized, where the features have been quantified and prepared as 

inputs for machine learning models. The data preprocessing steps are as follows: 
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Step 1 : Determine the data source of online comments, such as e-commerce platforms, social media, corporate 

websites, etc., and use web crawling technology to capture customer comment data; 

Step 2 : Check and delete duplicate or highly similar comments to avoid interfering with the analysis results, fill in 

missing values, and identify and correct noisy data in the comments; 

Step 3 : Perform word segmentation, stop word removal, stem extraction, or morphological restoration on the 

comment text for subsequent feature extraction; 

Step 4 : Convert text comments into high-dimensional vector representations to capture semantic relationships 

between words; 

Step 5 : Select the features with higher correlation by calculating the correlation between the features and the target 

of demand mining; 

Step 6 : Divide the preprocessed data into a training set and a testing set for subsequent training and evaluation. 

 

In order to effectively test the effect of customer demand mining, it should randomly obtain the customer demand survey 

of an enterprise and obtain the demand information table of 11 customers for three types of attributes, including price 𝑎1, 

weight 𝑎2 and purpose 𝑎3. Details are shown in Table 1. 
 

Table 1. Intention of Customer Demand Information 
 

Customer 𝑎1/ Ten thousand yuan 𝑎2/t 𝑎3 

𝑥1 50 18 1 

𝑥2 210 35 3 

𝑥3 60 12 2 

𝑥4 80 24 1 

𝑥5 14 3 1 

𝑥6 150 38 2 

𝑥7 140 35 2 

𝑥8 340 67 3 

𝑥9 10 2 1 

𝑥10 50 10 1 

𝑥11 40 5 2 

 

The usage values 𝑎3 of the customer demand attribute are 1, 2 and 3. When 𝑎3 = 1, it represents the daily demand of 

the customer; When 𝑎3 = 2, it represents the daily consumption products of customers, while when 𝑎3 = 3, it represents 

luxury goods. 

According to the customer demand information obtained in Table 1, the proposed method, the method of reference (Van 

Nguyen et al., 2020), the method of reference (Wang et al., 2022) and the method of reference (Peng et al., 2019) are used to 

carry out the feasibility comparative test of customer demand mining and customer satisfaction, and the performance of 

customer demand mining of the four methods is verified based on the test results. 

 

(1) Feasibility comparison test of customer demand mining 

 

To test the feasibility of customer demand mining, it is necessary to calculate the feasibility of customer demand mining by 

using the following equation expression, which is defined as follows: 

 

𝐹𝜆 = 𝑤𝑠𝑆𝜆 + 𝑤𝑐𝐶𝜆 (16) 

 

In formula (16), 𝐹𝜆 represents the feasibility index of customer demand mining, 𝑆𝜆 represents the average customer 

satisfaction for the threshold 𝜆, 𝐶𝜆 represents the cost ideality of enterprise for the threshold 𝜆, 𝑤𝑠 represents the weight of 

customer satisfaction in the feasibility index and 𝑤𝑐 represents the weight of the enterprise's cost ideality in the feasibility 

index, i.e., 𝑤𝑠 +𝑤𝑐 = 1. 

The specific test results are shown in Figure 4. 
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Figure 4. Feasibility Comparison Test of Customer Demand Mining 

 

The number of clusters will continue to increase with the increase of the threshold value 𝜆, and a high threshold value 

𝜆 will make customer satisfaction higher and higher, but the feasibility index 𝐹𝜆 of customer demand mining will be lower 

and lower. 

According to this feature, it can be seen from the test results that when the threshold value is small, the feasibility of the 

proposed method is higher. At the same time, as the threshold continues to increase, the feasibility indicators of the four 

methods show a downward trend. After comparing the four methods, the feasibility of the proposed method is the highest in 

the entire test, always above 90, and the maximum difference in feasibility indicators is more than 30. Therefore, it can be 

seen that the proposed method is more feasible for customer mining. 

 

(2) Comparison test of customer satisfaction  

 

In order to further test the satisfaction of customer demand mining, 𝑠𝑖 is set as the satisfaction of the 𝑖 customer to customer 

demand mining, then the satisfaction of the 𝑖 customer is defined as: 

 

𝑠𝑖 =
∑ (1−

ℎ−𝑥𝑖𝑘
′

ℎ
)+∑

𝑛𝑖𝑘
𝑛𝑖

𝑛
𝑘=𝑙+1

𝑙
𝑘=1

𝑛𝑖
  

(17) 

 

In formula (17), ℎ represents the customer satisfaction attribute, 𝑛𝑖𝑘 represents the number of customers with the same 

equivalent attribute in the class of the 𝑖 customer, 𝑛𝑖  represents the number of customers, 𝑘 represents the attribute, 𝑥𝑖𝑘
′  

represents the 𝑖 customer attribute, and 𝑙 represents the coefficient. 

Then, the calculation expression of customer satisfaction is defined as follows: 

 

𝑆𝜆 =
∑ 𝑠𝑖
𝑚
𝑖=1

𝑚
 (18) 

 

In formula (18), 𝑆𝜆 represents customer satisfaction, and 𝑚 represents the attribute assignment. 

The following tests are conducted on customer demand satisfaction by using the four methods. 
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Figure 5 Comparison Test of Customer Satisfaction 

 

From the data in Figure 5, as the threshold continues to increase, the customer satisfaction of the proposed method 

remains high, reaching a maximum of over 90 and a minimum of around 80. Comparing the satisfaction of the four methods 

under different thresholds, it can be found that the satisfaction of the proposed method is higher than that of the other three 

methods, indicating that the proposed method has a good overall customer demand mining effect. 

The four methods are used to compare and test the running time of customer demand mining, as shown in Table 2. 

 

Table 2. Comparative Testing of the Running Time of Customer Demand Mining by Four Methods 

 

Customer demand 

information data volume/MB 

The method of 

reference [5]/s 

The method of 

reference [6]/s 

The method of 

reference [7]/s 

The proposed 

method/s 

1000 4.3 5.6 3.8 1.4 

2000 5.2 6.8 4.6 1.9 

3000 6.9 7.5 5.9 2.3 

4000 7.4 8.9 6.4 2.8 

5000 8.3 9.7 7.8 3.4 

 

According to Table 2, as the amount of customer demand information data increases, the running time of different 

methods of customer demand mining increases. When the data volume of customer demand information is 5,000MB, the 

running time of the method of reference (Van Nguyen et al., 2020), the method of reference (Wang et al., 2022) and the 

method of reference (Peng et al., 2019) are 8.3s, 9.7s and 7.8s respectively. The running time of the proposed method for 

customer demand mining is only 3.4s. It can be seen that the customer-demand mining running time of the proposed method 

is shorter, and its customer-demand mining efficiency is higher. 

On this basis, a formal statistical analysis is performed on the experimental results, and the p-value is set to 0.05. The 

smaller the p-value, the more significant the results are. The p-value of the experimental results of the proposed method is 

0.02, and the p-value is less than 0.05, and the significance level is statistically significant. 

To sum up, the feasibility and satisfaction of customer demand mining of the proposed method are better than those of 

the method of reference (Van Nguyen et al., 2020), the method of reference (Wang et al., 2022) and the method of reference 

(Peng et al., 2019). The efficiency of customer demand mining is improved, and its feasibility and satisfaction are further 

enhanced due to the proposed method's processing of redundant information in the collected customer demand comment data. 

In order to further test the accuracy of customer demand data mining for the proposed method, the F1 values of four 

methods are tested. The range of F1 values is between [0,1], and the larger the value, the higher the data mining accuracy. 

The test results are shown in Figure 6. 
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Figure 6. F1 Value Comparison Test 

 

As shown in Figure 6, as the threshold continues to increase, the F1 value of the proposed method is always higher than 

9, while the F1 values of the methods of reference (Van Nguyen et al., 2020), (Wang et al., 2022), and (Peng et al., 2019) are 

around 8, 6, and 5, respectively, which are lower than the proposed method. According to the test results, the proposed method 

has the highest F1 value and can achieve high-precision mining of customer demand data. 

 

6. CONCLUSIONS 
 

Nowadays, with the continuous development of computer technology, the mining of customers' needs is becoming 

increasingly scarce, which leads to enterprises being unable to effectively mine customer demand information data. Therefore, 

how to reasonably and effectively mine customer demand information has become a very important research topic in the 

current era. Aiming at the problems of low mining feasibility and poor mining performance in current customer-demand 

mining, this paper proposes research on customer-demand mining algorithms based on online reviews and machine learning. 

Using online comments as a data source for customer demand mining has broad coverage and naturalness, which can 

more comprehensively reflect customers' real needs and preferences, providing rich real-time and non-requested customer 

feedback for customer demand analysis. By eliminating duplicate and irrelevant data, the efficiency and quality of data mining 

can be improved. The processing of redundant information is an important part of data preprocessing, which is crucial for the 

accuracy and effectiveness of subsequent analysis and can lay a solid foundation for subsequent data mining. Extracting 

customer demand attribute features from processed data not only requires technical accuracy but also requires a deep 

understanding of customer needs to capture subtle differences and potential preferences. Using SOM (self-organizing map) 

neural network to cluster customer demand attribute features, SOM neural network has unique advantages in processing high-

dimensional data and discovering the internal structure of data, which can help enterprises better understand the demand 

characteristics of different customer groups and provide strong support for precision marketing and product development. 

Thus, the design of a customer demand mining algorithm based on online comments and machine learning is completed. The 

experimental results show that the feasibility index of this method is as high as 90, customer satisfaction is always above 80, 

mining time is less than 3.4 seconds, and the F1 value is higher than 9. This method can effectively solve the problems in 

traditional methods and provide an important foundation for customer demand mining algorithms. However, with the 

development of future artificial intelligence, machine learning will become more intelligent. With the increasing complexity 

and diversity of customer needs, it is necessary to mine customer needs more accurately. Therefore, in the next research, the 

proposed method should be further improved to capture the innovative needs of customers, continuously improve the 

performance of data mining, and mine the needs of customers with greater accuracy. 
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